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ABSTRACT
This paper presents application of deep learning and machine learning models in detecting 
personally identifiable information (PII) in unstructured text (emails). The proposed models 
use support vector machine (trained using sequential minimal optimization) and long short 
term memory (LSTM) artificial neural network. Synthetic email dataset has been used to train 
and validate the proposed models and the outcomes are measured by standard measures 
of accuracy, precision, recall and F1-score of each of the proposed model. The experimental 
results on the model that uses support vector machine (trained using sequential minimal 
optimization) showed most promising results on detecting the personally identifiable 
information in the email dataset. The LSTM model also showed equally promising results.       

Keywords: Personally Identifiable Information, Deep Learning in detecting PII, Machine 
Learning in detecting PII, Artificial Intelligence in protecting privacy, Protecting Personally 
Identifiable Information.

1. INTRODUCTION

Technological advances and proliferation of internet 
and online social network has made the entire world 
super-connected. Organizations have tremendous 
focus on provide best in class customer experience 
and are thus leveraging technology to enable it. In 
order to provide best in class customer experience 
and to provide personalized recommendations to 
the users, organizations gather lot of personal data 
and information from their customers. This also 
creates a risk to users’ private sensitive information, 
especially their personally identifiable information 
(PII) being leaked to users with malicious intents, 
putting user’s privacy at risk. One of the important 
steps in protecting PII is identifying the PII and 
protecting it. In recent years, research has focused 
on applying machine learning algorithms to identify 
PII. The advances in deep learning present an 
opportunity to apply deep learning algorithms to 
identify PII. This research proposes machine learning 
and deep learning models, to identify the PII in the 
unstructured text data. Support vector machine, 
training using sequential minimal optimization model 
and long sort term memory (LSTM) based models are 
trained and tested for accuracy, precision, recall and 
F1 score. Both the models give promising results in 
detecting PII. The SVM model performance was most 
promising.

2. RELATED WORK

What is Personally Identifiable Information:

With the technological advances and digital becoming 
reality for businesses and governments across the 
globe, personal data of individuals is being collected 
at an ever-increasing scale. Information about web-
searches, browsing history, social relationships, 
medical history and many other similar data is 
collected and shared with business organizations, 
advertisers, government agencies, researchers 
and so on. A significant portion of this data can be 
information that can be used to identify the person 
individually, directly or indirectly (Narayanan & 
Shmatikov, 2010). Such information is classified as 
“personally identifiable information” or PII. Some 
practitioners argue that even when some information 
can be used to trace an individual’s identity when 
combined with other public information, then also 
the information in consideration shall be classified 
as personally identifiable information. Large scale 
popularity of online social networks has also 
resulted in significant increase in amount of personal 
information available on internet (Krishnamurthy 
& Wills, 2009). Anonymity and international reach 
of internet create an ideal environment for cyber 
criminals who employ advanced persistent threat 
(APT) attacks over the online social network to 
extract information about organization, about users, 
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(Louw & von Solms, 2013).  

Large scale proliferation and usage of social 
networking sites (SNS) and focus of businesses in 
providing user centric services have also contributed 
to vast amount of PII becoming available over the 
internet.  In authenticating a customer’s identity, 
organizations make extensive use of personally 
identifiable information. While many of the social 
networking sites are free, there are multiple 
instances where PII breaching has been done by 
these organizations. Organizations specifically do 
user profiling using this PII and utilize the outcomes 
of this profiling to make their business models 
more effective. Large organizations and tech giants 
outsource the customer PII mining activities to the 
third-party service providers. These third-party 
service provider companies are servicing multiple 
corporate clients and hence user data, containing 
their personal identifiable information is moving 
across multiple organizations and entities without 
they knowing about it (Al-Zaben et al., 2018).

There are several advantages both for the 
organizations as well as users, as this data helps 
create data-driven approach in delivery of customer 
service and in meeting customer expectations, 
resulting in increased customer satisfaction levels. 
However, there are many instances of malicious and 
unauthorized use of this data. As per April 2018 report 
of The Guardian, more than 50 million Facebook 
profiles were harvested for Cambridge Analytica, in 
a major data breach (Cadwalladr & Graham-Harrison, 
2018).

Data breach can happen both unintentionally as well 
as intentionally. IN 2013, more than 40 million credit 
/ debit card numbers were stolen from Target’s point 
of sale terminal system. Information leak from 56 
million credit cards from Home Depot in 2014, stealing 
of PII of 79 million customers of Anthem in 2018, and 
exposure of social security numbers, drivers’ license 
numbers and passport numbers affecting 146 million 
people due to data breach at Equifax show how 
alarming the problem of data breaches and breach of 
PII is (Poyraz et al., 2020). 

In order to personalize the experience, which 
eventually helps in increased sales and better returns, 
data gathering, storage and analytics is pervasive 
in all devices, systems, applications, and platforms. 
This coupled with Internet of Things (IoT) getting 
integrated into almost all the systems that are used 
in daily life, and gaps in privacy regulations increases 
the risk users’ privacy breaches (Isaak & Hanna,2018). 

How PII is detected and Protected:

An organization’s information privacy safeguards 
have significant influence on how an individual’s PII 
is protected by the organization. There are multiple 
threat vectors that operate and organization needs to 
safeguard information privacy from all of those threat 
vectors in order to keep the PII safe (Posey et al., 
2017). Acts such as GDPR – General Data Protection 
Regulation have specific focus on protecting 
personally identifiable information (Tikkinen-Piri, 
2018)

One of the biggest challenges in protecting the 
personally identifiable information is identification 
of whether a piece of information is PII or not. 
When it comes to organizations that have significant 
user interaction in the form of email and chats, the 
personally identifiable information may be contained 
in the text form in those emails and chats. Similarly, 
contract documents, agreements, medical records 
and so on may also contain personally identifiable 
information in the text form. Hence it is imperative 
that organizations create robust mechanism to 
identify if the information contained in a document 
or email or agreement is PII or not. Only once 
the company knows that the information under 
consideration is PII, it can take steps to ensure that 
the PII is safe and not breached.

Some of the initial research work in this area was 
related to development of a tool that automatically 
harvested the identifiers from the user’s computer 
and active directory and then searching various 
data encodings using fast search algorithms and 
regular expression matching (Aura et al., 2006). With 
the advances in technology, specifically artificial 
intelligence and machine learning, there has been 
more focus in recent researches on using artificial 
intelligence and machine learning algorithms 
to detect personally identifiable information or 
any private and sensitive information. Artificial 
intelligence involves intelligent agents (devices) 
that perceive environment and take action in order 
to maximize the goal attainment (Ongsulee, 2017). 
Machine learning involves developing computer 
systems that can learn automatically and improve 
with the experience. Machine learning is a method 
of choice in developing and implementing artificial-
intelligence based systems. Rapid growth in our 
ability to gather huge amount of data (big data) has 
led to researchers, scientists and practitioners focus 
on turning to this data to provide insights, and help 
in developing systems that can learn, predict and 
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decide based on this data (Jordan & Mitchell, 2015). 

Machine learning is classified as supervised learning 
and unsupervised learning. Supervised learning 
systems learn mapping from the labelled data and 
then use it to make predictions.  In unsupervised 
machine learning, unlabeled data discovers 
information and patterns on its own and utilizes it 
to make predictions (Ozgur, 2004). When algorithms 
don’t use labeled data and instead, they utilize 
artificial neural network (ANN) layers, the approach 
is known as deep-learning. Deep learning is a field 
that simulates human brain, through the ANN, for 
analytical learning. Deep learning algorithms require 
larger amount of data, than a machine learning 
algorithm, in order to perform well. Compared to 
machine learning algorithms, deep learning reduces 
the effort of designing a feature extractor since it 
obtains high level features directly from the data. In 
comparison to a machine learning algorithm, training 
a deep learning algorithm usually takes longer though 
testing time is shorter for a deep learning algorithm. 
Another important difference in machine learning 
and deep learning is that whereas a machine learning 
algorithm provides explicit details of the results 
arrival process, it is not so clearly explainable in the 
case of deep learning algorithm (Xin et al, 2018). 

Detecting that a piece of information comes under 
the purview of privacy is the most significant step in 
ensuring that this information is not divulged over 
the internet or otherwise. Research in this area is 
in very initial stages. There have been few machine-
learning based models proposed for identification of 
PII in emails, specifically email addresses, monetary 
information, telephone number and addresses. 
There has been some research on developing 
automatic learning systems based on Naïve Bayes. 
There has been some work done on semi-supervised 
machine learning based detection of personal health 
information in health records, and development of 
machine learning based PrivacyBot. Past research 
in this area also identifies the need and potential 
to develop deep neural network based and other 
similar models to detect private sensitive information 
(Tesfay et al., 2019).  

Effectiveness of the machine learning and deep 
learning algorithms, applied to any context, is 
assessed by following metrics. The key metrics 
that are used are Precision, Recall, and F1-score 
(Apruzzese et al., 2018). 

• Accuracy is defined as ration of correct
predictions to the total predictions made. For

binary predictions, it can be defined as ratio 
of sum of true positives and true negatives to 
the sum of true positives, true negatives, false 
positives and false negatives (Korotcov et al., 
2017).

• Precision is defined as ratio of true positives
to total positives (including both true and false 
positives). It indicates the probability that a 
predicted true event or label is indeed a true 
label (Korotcov et al., 2017).

• Recall is the ratio of true positives to sum of
true positives and false negatives. It helps one 
know as to what proportion of actual positives 
were correctly identified. 

• F1-score is harmonic mean of precision and
recall and its value is 1 at a perfect precision 
and prefect recall (Almseidin et al., 2017).

Current Status & Research Question:

As evident from above analysis, privacy is one of 
the areas which is of extreme importance and 
faces multiple threat vectors, especially due to 
technological advances and proliferation of internet, 
internet of things, and online social networks. 
Personally-Identifiable-Information (PII) needs to be 
protected by organizations in order to protect the 
privacy of their users and customers. One of the 
important steps in order to protect PII is to identify 
the PII in an effective way. In recent years, machine 
learning based models have been applied to identify 
PII automatically. 

Researchers in this area identify the need to use deep 
learning algorithms to build systems that automatically 
identify the PII. This research aims to apply deep 
learning algorithms, such as RNN (recurrent neural 
network) on emails and / or documents to identify 
the PII contained in those emails and documents. 
The effectiveness of those models will be assessed 
using the measures of accuracy, precision, recall and 
F1-score.

3. RESEARCH METHODOLOGY &
PROPOSED MODELS

Research Data & Research Methodology

This research uses synthetic email dataset, created 
using mockaroo (Whelan, 2014). The data created 
is multi class dataset with total of eight classes. A 
total of 4796 emails are created, out of which 4010 
emails contain no personally identifiable information. 
Remaining 786 emails contain personally identifiable 
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information. There are 262 emails that contain 
address information, 223 emails contain credit card 
numbers, and 241 emails contain name information. 
There are 60 emails that contain combination of 
more than one personally identifiable information. 
Email dataset details are shown in figure 1.

Figure 1: Research Dataset Details – Email Count for 
Each PII Type

Research uses three models which are based on 
support vector machine classifier (that uses sequential 
minimal optimization or SMO) and long short term 
memory (LSTM) and applies them for multi-class 
classification (for SMO) as well as binary classification 
(for SMO and LSTM). Email dataset is split into 80% 
and 20% buckets. Entire email dataset, which is text 
dataset, preprocessed and is converted to vector form 
and then used by SMO and LSTM algorithms. SVMs 
were designed for binary classification approach 
though it can be extended to multi-class classification 
as well and they are relatively insensitive to the 
relative numbers in each of the class (Druker et al., 
1999; Platt, 1998; Mathur & Foody, 2008).  LSTM are 
special kind of RNN (recurrent neural network) that 
help address the long-term dependency issue faced 
in RNN (Pienaar & Malekian, 2019). In the models 
proposed in this research, LSTM is applied once using 
two hidden LSTM layers and once using three hidden 
LSTM layers in DL4JMlpclassifier in WEKA.  The 80% 
email dataset bucket is used to train the algorithm 
and 20% email dataset bucket is used to validate 
the algorithm. Accuracy, Precision, Recall and F1-
scores are recorded for the validations to analyze the 
results. WEKA is used to build, train, validate and test 
the proposed models (Eibe et al., 2016; Lang et al, 
2019).

Proposed Model(s) Details

To answer the given research question, three models 
have been proposed in this research paper. First 
model (SMO-SVM) is trained and validated for both 
multi-class classification and binary classification. 
Other two models (LSTM-2HDL, LSTM-3HDL) are 
trained and validated for binary classification.

Model 1 (SMO-SVM):

(a) Stage 1: Data Pre-processing - Converts email text 
into a set of numeric attributes that represent 
word occurrence information of the text contained 
in the emails.

(b) Stage 2: Applying Sequential Minimal Optimization, 
or SMO algorithm for training support vector 
machine

Model 2 (LSTM-2HDL):

(a) Stage 1: Data Pre-processing - Converts email text 
into a set of numeric attributes that represent 
word occurrence information of the text contained 
in the emails.

(b) Stage 2: Applying LSTM, a special type of recurrent 
neural network, with 2 hidden layers (number 
of outputs in hidden layer 8 and then 4), with 
training data normalized.

Model 3 (LSTM-3HDL):

(a) Stage 1: Data Pre-processing - Converts email text 
into a set of numeric attributes that represent 
word occurrence information of the text contained 
in the emails.

(b) Stage 2: Applying LSTM, a special type of recurrent 
neural network, with 3 hidden layers (number of 
outputs in hidden layer 8 and then 6 and then 4), 
with training data normalized.

All these models are built, trained, validated and 
tested using WEKA (Lang et al., 2019). 

4. EXPERIMENTAL RESULTS & ANALYSIS

Experiment Design

The proposed models were built and trained using the 
synthetic email data. Out of total 4796 instances in 
the dataset, 80% (3837 instances) were used to train 
the model, whereas remaining 20% (959 instances) 
were used to validate the models. For first model 
(SMO-SVM), multi-class labeled data and binary class 
labeled was used whereas for the other two models 
(LSTM-2HDL, LSTM-3HDL), binary class labeled data 
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Figure 3: Model Type & Precision Value Comparison

Recall: As shown in figure 4, model validation results 
indicate that sequential minimal optimization 
algorithm based training of SVM (SMO-SVM model) 
gives that highest level of recall value of 0.936 closely 
followed by long short term memory (LSTM) based 
model (LSTM-2HDL model) which gives recall value 
of 0.931.

Figure 4: Model Type & Recall Value Comparison

F1-Score: As shown in figure 5, model validation 
results indicate that sequential minimal optimization 
algorithm based training of SVM (SMO-SVM model) 
gives that highest level of F1-score of 0.930 closely 
followed by long short term memory (LSTM) based 
model (LSTM-2HDL model) which gives recall value 
of 0.924.

Figure 5: Model Type & F1-score Comparison 

was used. Training and validation of the models 
was done using WEKA. Results of the validation and 
testing are summarized below.

Validation Results

Validation results from WEKA on the 3 models 
proposed in this research paper are summarized in 
table 1.

Model Classification 
Type

Accuracy 
(%) TP FP Precision Recall F1-

Score

SMO-SVM Multi Class 91.24 0.912 0.349 0.912

SMO-SVM Binary 93.64 0.936 0.304 0.941 0.936 0.930

LSTM-
2HDL (8,4)

Binary 93.19 0.931 0.329 0.936 0.931 0.924

LSTM-
3HDL 
(8,6,4)

Binary 92.60 0.339 0.339 0.929 0.926 0.918

Table 1: Accuracy, YP, FP, Precision, Recall & F1-
Score summary

Results Analysis

Accuracy: As shown in figure 2, model validation 
results indicate that sequential minimal optimization 
algorithm based training of SVM (SMO-SVM model) 
gives that highest level of accuracy (99.6%+) for the 
validation dataset, amongst the models evaluated. 
The next best results in terms of accuracy are given 
by long short term memory (LSTM) based model 
(LSTM-2HDL model).

Figure 2: Model Type & Accuracy % Comparison

Precision: As shown in figure 3, model validation 
results indicate that sequential minimal optimization 
algorithm based training of SVM (SMO-SVM model) 
gives that highest level of precision value of 0.941 
closely followed by long short term memory (LSTM) 
based model (LSTM-2HDL model) which gives 
precision value of 0.936.
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5. CONCLUSION & FUTURE WORK

It is evident that organizations can achieve 90%+ 
predictability in identifying emails (unstructured text) 
that contain personally identifiable information. Both 
machine learning and deep learning approaches 
demonstrate promising results in identifying 
personally identifiable information (PII) contained 
within unstructured text (in the form of emails). 
Organizations can leverage the proposed models 
to analyze text information to flag any information 
that is outbound (or inbound) and contains PII. The 
instances where information that was PII but not 
flagged can still be covered using a policy framework 
and putting accountability on the employees handling 
such information. However, a first level classification 
using a machine learning or deep learning model 
will help organizations improve their compliance 
to various laws and regulations, such as GDPR, 
which require organizations to classify and protect 
personally identifiable information. The accuracy 
demonstrated by the models proposed in this 
research was between 93 to 94%. Since protecting PII 
is gaining importance across the industry spectrum, 
further work can be done in creating models that 
provide even higher levels of accuracy in detecting 
personally identifiable information.
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